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ABSTRACT: House is a property asset that 
experiences an increase in price every year. Such a 

high price must be paid in installments to make it 

easier to get a house by means of a Home 

Ownership Credit (KPR) through a bank. All of 

this will not work without a third party for home 

appraisal through the Public Appraisal Service 

Office (KJPP). The need for KJPP to estimate the 

price of land when KPR. KJPP is an independent 

institution in charge of estimating the selling price 

of land and buildings prior to a decision for a 
mortgage. KJPP ordered the appraisal to go into the 

field in estimating the price of land and buildings. 

However, the appraisal in the field can intervene 

between the seller and the buyer by negotiating the 

price of the land and buildings. This is done to get 

a mortgage with a cheap down payment. The result 

of this intervention is the occurrence of default by 

the mortgage recipient. However, in property 

appraisal there is the possibility of errors in the 

home assessment to be used as a credit reference. 

As a result, the selling value of the house does not 
match which is a high selling value. So that the 

credit paid by the bank becomes high and home 

buyers have to pay a down payment and the 

installments become large. This study uses 

Machine Learning with the algorithm method SVM 

(Support Vector Machine). This method is used to 

study how patterns affect the selling price of land, 

in order to get a prediction of house prices so that 

they are not easily fooled by price games. The 

variables that have been determined include the 

location, certificate and physical condition of the 

building. The results of this study are expected to 
predict land prices using the SVM method. So it is 

hoped that prospective home buyers who want to 

apply for a mortgage can get the correct value. 

Keywords: Land Price, SVM (Support Vector 

Machine), Prediction 
 

I. INTRODUCTION 
[1]Houses have a strategic role in urban or 

regional development. Rapid urban development 

and higher population growth are one of the 

supporters of the increasing need for housing. The 
need for housing has increased along with 

increasing population growth. The Annual 

Population taken from the Central Statistics 

Agency (2020), the Jabodetabek area has an 

increase of 1.6% per year or about three hundred 

thousand per year within a period of 5 years. The 

increase in population growth resulted in the need 

for less land for settlement and resulted in land 

prices rising, with rising house prices some people 

took advantage of the inappropriate selling value. 

[2]DKI Jakarta Province is the center of 

government and also a business center, therefore 
there is only vacant land or vacant land to be built 

to be used as housing or offices, but the prices 

offered can soar due to the lack of public 

knowledge in selling land and building prices. In 

2020 the Central Statistics Agency which is a Non-

Ministerial Government Institution that is directly 

responsible to the President. Conduct annual 

publications on People's Welfare Statistics for DKI 

Jakarta Province, providing information and 

descriptions of the state of people's welfare. In the 

publication, 45.04% of the houses are self-owned, 
37.71% are rented or contracted, 16.08% are rent-

free, these are houses owned by other people or 

owned by relatives or parents and the last 1, 17% 

are official houses, more than 50% of the data 

received are not owned by their own homes. 

[3]The number of people who do not have 

their own houses, one of the efforts to encourage 

housing demand is to provide housing provided by 

the government or the private sector. Home 

Ownership Credit is an effort to increase home 

ownership for Low-Income Communities in the 

face of rising house prices. The houses built are 
included in the category of Housing Financing 
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Liquidity Facility or more often referred to as 

subsidized houses, which encourage someone to 

own a house in a housing complex so that they no 

longer need to look for land to build a house. Live 

alone and build your own house. Buying the type 

or shape of the house according to the ability to 

buy the house. 

[4]The Public Appraisal Service Office is 

taken from the regulation of the Minister of 

Finance NUMBER 125/PMK.01/2008 article 1 
paragraph 5 The Public Appraisal Service Office is 

a business entity that has received a business 

license from the Minister as a forum for public 

appraisers in providing their services. In article 2 

paragraph 1 it is explained that the service fields 

that can be assessed include the property appraisal 

service sector and also the business appraiser 

service sector, in property appraisal explains in 

more detail in article 2 paragraph 2, appraisal 

services include, among others, land and buildings 

and their accessories. 
[5]Basically, the price is assessed by two 

factors, the first factor is a measurable factor 

(tangible factor). Where these factors are based on 

a strategic location, there are certificates and the 

physical condition of the building, then the second 

factor is intangible (intangible factor). Many of 

these unmeasured factors are caused by socio-

psychological aspects, such as the length of time 

occupying the building, the convenience of the 

building according to the sellerand also the security 

of the area. 

[6]Based on the explanation above, there 
are problems faced in providing house prices 

through intangible factors or unmeasured factors. 

Seeing the community's need for houses, the 

appraisal is very high, which is appointed to enter 

the field to intervene against sellers and buyers. As 

a result, the selling value of the house does not 

match which is a high selling value. So that the 

credit paid by the bank becomes high and home 

buyers have to pay a down payment and the 

installments become large. This results in losses to 

the bank and also potential home buyers so that 
they fail to pay. 

[7]In the research that wants to be made 

related to house price prediction using the SVM 

method, the SVM algorithm is one of the methods 

pattern recognition, and is still in its early stages, in 

the field of pattern recognition, a series of 

advanced concepts. Through the evaluation results, 

this method has experienced rapid development 

and the development of the latest pattern 

recognition capabilities. SVM is a machine 

learning method based on the principle of 

Structural Risk Minimization (SRM) which aims to 

find the hyperplane best that separates two 

categories in the input space. The SVM method is 

also amethod deep learning that is usually used for 

classifications such asclassification support vector 

and regression or support vector regression. The 

concept of this method is more mature and clear in 

mathematics compared to other methods of 

classification technology. In addition, this method 

can also solve the problem of classification and 
linear and non-linear regression. In this case, the 

method used to classify existing data. 

 

II. RESEARCH 
[8]Methodology The research 

methodology used in this study includes data 

collection, data preprocessing, SVM 

implementation, prediction results, and evaluation. 

However, in this study, the main method used is the 
Support Vector Machine method. The SVM 

method in the world of machine learning is also 

included in an Artificial neural network which is 

also known as the Support Vector Network which 

is a supervised method related to learning 

algorithms to analyze a linear and non-linear data 

pattern used for classification and regression. 

 

 

 

  

 

 

 

 

 

 

 
 

 

Figure 1 Research Methodology 

 

2.1 Data Collection 

 [9]Collection stage was carried out to 
obtain the information needed to conduct research. 

The data collected is the Building Permit (IMB) in 

South Jakarta. Data collection was obtained 

directly from Tebet District, South Jakarta. The 

data used in this study consisted of 140 data. The 

data collected has several variables, namely 

building location, land area, building area, SHM, 

physical condition of the building. The data is 

expected to be able to support the system in 

research so that the results obtained are more 

accurate by using methods machine learning. 

Data Collection 

Data Preprocessing 

Support Vector 

Machine 
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Before carrying out the process of using 

predictions, the data will be adjusted to the needs 

of the research. Researchers use Microsoft Excel to 

determine the test label whether the data get the 

results of the accuracy or not of continuity in 

predicting house prices. 

 

2.2 Data Preprocessing 

 [10]Selection phase is carried out to select 

data for research needs. Datasets are the main 
material in machine learning training as knowledge 

of the program. Researchers determine data that 

includes several variables such as building location, 

land area, building area, SHM, physical condition 

of the building. The data that has been selected will 

be carried out in the next stage, namely 

classification using the Support Vector Machine 

algorithm. 

 

2.3 Support Vector Machine 

 [11]Support Vector Machine (SVM) is a 
method in supervised learning that is usually used 

for classification (such as Support Vector 

Classification) and regression (Support Vector 

Regression). In classification modeling, SVM has a 

more mature and clearer mathematical concept than 

other classification techniques. SVM can also solve 

classification and regression problems with linear 

and non-linear. 

[12]SVM is used to find the hyper plane 

best by maximizing the distance between classes. 

Hyperplane is a function that can be used for the 

separator between classes. In 2-D the function used 
for classification between classes is called line 

whereas, the function used for classification 

between classes in 3-D is called plane similarly, 

while the function used for classification in higher 

dimensional class spaces is called hyperplane. 

Researchers who want to use the formula 

in this study, can see the separator between the two 

categories in the equation to use the following 

formula to make predictions to get the results of the 

accuracy or not of continuity in predicting house 

prices. 

 

 
[13]In the equation is an equation, where 

it is used to find the hyperplane optimal to separate 

the two classes completely in the input space, as 

shown on the graph of the sample data on, by 

obtaining two separate classes. There is a condition 

in the data input space and the formula to find the 

hyperplane using this formula is used to compare 

the two margins of the two categories. To 

experiment with the existing data with the 

condition to n Use the equation: 

 

 
Based on formula used to determine the 

condition of the hyperplane next, four equations 

can be found, where the equation is obtained based 

on the conditions in the equation. 

 

 

 
 

[14] In the equations that have been found, 

then by calculating every existing equation to get 
the value of each existing variable, by adding up 

each equation, starting from equations 1 and 2, then 

we get:  

 
+ 

 
[15]Can be seen from the above calculation that 

any calculations based on similarities can be seen 

that the equation is not worth , and both classes can 

decide that the calculation is positive. In the next 

equation, the equation used is the same as before, 

and in the next equation, the calculation between 

equations 1 and 3 is as follows. 

 
+ 

 
 

The following equation with the same 

method lies in the equations 2 and 3, resulting in 
the following equation: 

 
+ 

 
Based on the above equation can be drawn a 

conclusion that leads to the separation of all kinds 

of hyperplane with high enough precision in 

theinput space space is in the equation: 

 
Given 

W1 = First class  

W2 = second class  
B = Angle between the two margins  

X = kernel in determining the results 
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III. RESULT AND DISCUSSSION 
This study used sample data, namely 140 

datasets. Then the dataset is divided into two data 

subsets, namely training data and variable test data 

used in the process of testing the SVM algorithm. 

The variables used in the prediction are building 

area, land area, SHM, physical condition, location. 

At this stage of testing the researchers used google 
colab. After testing the prediction accuracy level, 

here are the results of testing the data using Google 

Colab, the test is carried out by dividing 140 data 

into 119 training data and 21 test data. The results 

of the identification using the existing input 

parameters, for the initial test of the system model 

with test data of 98 data have an average accuracy 

of 97% for the initial modeling of the system. The 

error value measures the difference in the predicted 

sample values of 3%. 

 

 
Figure 2Prediction Results 

 

IV. CONCLUSION 
Based on the results of the research conducted, 

these results can be said that in testing predictions 

using the Support Vector Machine on google colab 

has the highest result in the accuracy value by 

testing the dataset of 85% (119 data) training and 

15% test data (21 data) with an accuracy value of 

97%. These results indicate that the Support Vector 

Machine algorithm has the performance of all 
existing data can be separated perfectly by the 

system using a hyperplane and forms a margin to 

determine which data is a support vector into two 

classes, namely successful and failed to support the 

prediction results obtained have an average value. 

the maximum average accuracy according to the 

process in the method used is related to the Support 

Vector Machine method. For further research it can 

be suggested to be applied with other algorithms to 

improve performance and determine the most 

accurate algorithm results, and further research on 

Support Vector Machine algorithms must be 

considered in terms of parameters or datasets, more 

trials of Support Vector Machines, and additional 

parameters are needed to optimal results. 
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